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An Insightful Story About Successful Crowdfunding Projects 

 

Crowdfunding is the practice of funding a project or a venture by raising monetary contributions from 

many people across the globe. There are a number of organisations such as DonorsChoose.org, Patreon, 

Kickstarter which hosts the crowdfunding projects on their platforms. Kickstarter has hosted more than 

250,000 projects on their website with more than $4 Billion collective amount raised. 

 

 

 

While it is true that crowdfunding is one of the most popular methods to to raise funds however the reality 

is that not every project is able to completely reach the goal. Infact, on KickStarter, only about 35 

percent of the total projects have raised successful fundings in the past. This fact raises an important 

question - which projects are able to successfully achieve their goal?. In other words, can project 

owners somehow know what are the key project characteristics that increases the chances of success. 

In many studies, Researchers and analysts have used the descriptive analysis methods on the crowdfunding 

data to obtain insights related to project success. While many others have also applied predictive modelling 

to obtain the probability of project success. However, these approaches have the fundamental problems: 

● Descriptive analysis - only gives surface level insights 

● Predictive analysis - models act as the blackboxes 

About this Kernel 

In this kernel, I have shared a hybrid analysis approach that uses the concepts of both types of analysis 

enriched with the concepts of machine learning explainability which can be used to answer the key 

questions related to the success (or failure) of any crowdfunding project. The framework uses the 

interpretations derived from a trained machine learning model. Unlike descriptive analysis to find key 



   
 

insights, the focus in this approach is to make use of model behaviours and characteristics such as : 

Relative Feature Importances, Partial Dependencies, Permutation Importances, SHAP values. I have 

explained the intuition behind every approach in layman terms. Following are the contents of the kernel: 

Contents 

1. Business Use-Case and Problem Statement 

2. Hypothesis Generation 

3. Dataset Preparation 

4. Modelling the Project Success 

5. Model Interpretation : Insights Generation 

5.1 Which are the most important features (relatively) of a project? ( **Relative Feature 

Importance** ) 

5.2 Which features have the biggest impact on the project success? ( **Permutation 

Importance** ) 

5.3 How does changes in those features affact the project success? ( **Partial 

Dependencies** ) 

5.4 Digging deeper into the decisions made by the model ( **SHAP values** ) 

6. Final Conclusions 

1. Understanding the Business Use Case 

The essential business use-cases in the crowdfunding scenario can be considered from two different 

perspectives - from the project owner's perspective and the companies perspective. 

1. From the project owner's perspective, it is highly beneficial to be aware about the key 

characteristics of a project that greatly influence the success of any project. For instance, 

it will be interesting to pre-emptively know about following questions: 

● What is an ideal and optimal range of the funding goal for my project 

? 

● On which day of the week, I should post the project on Kickstarter ? 

● How many keywords should I use in my project title ? 

● What should be the total length of my project description ? 

1. From the perspective of companies which hosts the crowdfunding projects such as 

DonorsChoose.org, Patreon, and Kickstarter, they receive hundreds of thousands of 

project proposals every year. A large amount of manual effort is required to screen the 

project before it is approved to be hosted on the platform. This creates the challenges 
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related to scalability, consistency of project vetting across volunteers, and identification 

of projects which require special assistance. 

It is due to these two perspectives, there is a need to dig deeper and find more intutive insights related to 

the projects success. Using these insights, more people can get their projects funded more quickly, and 

with less cost to the hosting companies. This also allows the hosting companies to optimize the processes 

and channel even more funding directly to projects. 

2. Hypothesis Generation 

Hypothesis Generation is very powerful technique which can help an analyst to structure a very insightful 

and a relevant solution of a business problem. It is a process of building an intuitive approach of the 

business problem without even thinking about the available data. Whenever I start with any new business 

problem, I try to make a comprehensive list of all the factors which can be used to obtain the final output. 

For example, which features should affect my predictions. Or, which values of those features will give me 

the best possible result. In case of crowdfunding, the question can be - which features are very important to 

decide if a project will be successful or not. 

So, to generate the hypothesis for the use-case, we will write down a list of factors (without even looking 

at the available data) that can possibly be important to model the project success. 

1. Total amount to be raised - More amount may decrease the chances that the project 

will be successful. 

2. Total duration of the project - It is possible that projects which are active for very 

short or very long time periods are not successful. 

3. Theme of the project - People may consider donating to a project which has a good 

cause or a good theme. 

4. Writing style of the project description - If the message is not very clear, the project 

may not get complete funding. 

5. Length of the project description - Very long piecies of text may not perform good as 

compared to shorter crisp texts. 

6. Project launch time - A project launched on weekdays as compared to weekends or 

holidays may not get complete funding amount. 

So this is an incomplete list of possible factors we can think at this stage that may influence the project 

success. Now, using machine learning interpretability, not only we can try to understand which features are 

actually important but also what are the feature values which these features can take. 



   
 

3. Dataset Preparation 

Our business use-case is identified, problem statement is formulated, and we have defined a hypothesis. 

We can now start the analysis, modelling, and interpretting in order to find out the key insights. First, we 

load the available dataset. 

3.1 Load Dataset 

unfold_moreShow hidden code 

Total Projects:  378661  

Total Features:  15 

Out[1]: 

 ID name category main_category currency deadline goal launched pledged state 

0 1000002330 

The Songs of 

Adelaide & 

Abullah 

Poetry Publishing GBP 
2015-10-

09 
1000.0 

2015-08-

11 

12:12:28 

0.0 failed 

1 1000003930 

Greeting From 

Earth: ZGAC 

Arts Capsule 

For ET 

Narrative 

Film 
Film & Video USD 

2017-11-

01 
30000.0 

2017-09-

02 

04:43:57 

2421.0 failed 

2 1000004038 Where is Hank? 
Narrative 

Film 
Film & Video USD 

2013-02-

26 
45000.0 

2013-01-

12 

00:20:50 

220.0 failed 



   
 

3 1000007540 

ToshiCapital 

Rekordz Needs 

Help to 

Complete 

Album 

Music Music USD 
2012-04-

16 
5000.0 

2012-03-

17 

03:24:11 

1.0 failed 

4 1000011046 

Community 

Film Project: 

The Art of 

Neighborhoo... 

Film & 

Video 
Film & Video USD 

2015-08-

29 
19500.0 

2015-07-

04 

08:35:03 

1283.0 canceled 

 

3.2 Dataset Preprocessing 

In this dataset, we can see that a number of features are about the active stage of the project. This means 

that a project was launched on a particular date and a partial amount is already raised. The goal of our 

problem statement is a little bit different, we want to focus on the stage in which the project is not launched 

yet and identify if it will successful or not. Additinaly, find the most important features (and the feature 

values) that influence this output. So we perform some pre-processing in this step which includes the 

following: 

● Get rid of unwanted columns (active stage columns) 

● Feature Engineering (driven from our hypothesis generation) 

● Remove Duplicates 

● Handle Missing Values 

● Encode the Categorical Features 

In [2]: 

projects = projects.dropna() 

projects = projects[projects["currency"] == "USD"] 

projects = projects[projects["state"].isin(["failed", "successful"])] 

projects = projects.drop(["backers", "ID", "currency", "country", "pledged", "usd pledged", 

"usd_pledged_real", "usd_goal_real"], axis = 1) 



   
 

 

Feature Engineering (Driven from Hypothesis Generation) 

1. Project Name / Description Features: From our hypothesis, we suggested that how the 

project name or description is written may affect the success of the project. So we create 

some features related to project name. We dont have description of the project in this 

dataset, so we avoid that. 

● Number of Words Used 

● Number of Characters Used 

● Number of Syllables Used (Difficult Words) 

2. Project Launched Date Features: Also, we suggested that the project first launch can 

affect its success. So we create some date - time related features : 

● Launched Day, Month, Quarter, Week 

● Total Duration of the Project 

● Was project launched on weekday or weekend 

● Was project launched on a holiday or regular day 

3. Project Category Features: These are more likely the high level features which 

provides the idea about the category / sub-category of the project. Also, we add some 

extra information with category such as the popularity of the category calculated from 

the total number of projects posted in that category. 

● Category Count and Sub Category Count : Generally how many 

projects are posted in those categories. This gives an idea if the 

project belongs to a more generic category or is more of a rare project 

● Category / Sub-Category Mean Goal : Generally what is the average 

goal set in those categories / sub-categories. This gives an idea if the 

project's goal is much higher or much lower than the standard mean 

goal of that category. 

In [3]: 

## feature engineering 

projects["syllable_count"]   = projects["name"].apply(lambda x: syllable_count(x)) 

projects["launched_month"]   = projects["launched"].dt.month 

projects["launched_week"]    = projects["launched"].dt.week 

projects["launched_day"]     = projects["launched"].dt.weekday 

projects["is_weekend"]       = projects["launched_day"].apply(lambda x: 1 if x > 4 else 0) 



   
 

projects["num_words"]        = projects["name"].apply(lambda x: len(x.split())) 

projects["num_chars"]        = projects["name"].apply(lambda x: len(x.replace(" ",""))) 

projects["duration"]         = projects["deadline"] - projects["launched"] 

projects["duration"]         = projects["duration"].apply(lambda x: int(str(x).split()[0])) 

projects["state"]            = projects["state"].apply(lambda x: 1 if x=="successful" else 0) 

 

## label encoding the categorical features 

projects = pd.concat([projects, pd.get_dummies(projects["main_category"])], axis = 1) 

le = LabelEncoder() 

for c in ["category", "main_category"]: 

    projects[c] = le.fit_transform(projects[c]) 

 

For Category and Main Category, I have used LabelEncoder, Some people may argue that LE may not be a 

perfect choice for this rather OneHot Encoder should be used. But In our use-case we are just trying to 

understand the effect of a column as a whole, so we can use label encoder. Now, we can generate the count 

/ aggregation based features for main category and sub category. 

In [4]: 

## Generate Count Features related to Category and Main Category 

t2 = projects.groupby("main_category").agg({"goal" : "mean", "category" : "sum"}) 

t1 = projects.groupby("category").agg({"goal" : "mean", "main_category" : "sum"}) 

t2 = t2.reset_index().rename(columns={"goal" : "mean_main_category_goal", "category" : 

"main_category_count"}) 

t1 = t1.reset_index().rename(columns={"goal" : "mean_category_goal", "main_category" : 

"category_count"}) 

projects = projects.merge(t1, on = "category") 

projects = projects.merge(t2, on = "main_category") 



   
 

 

projects["diff_mean_category_goal"] = projects["mean_category_goal"] - projects["goal"] 

projects["diff_mean_category_goal"] = projects["mean_main_category_goal"] - projects["goal"] 

 

projects = projects.drop(["launched", "deadline"], axis = 1) 

projects[[c for c in projects.columns if c != "name"]].head() 

 

Out[4]: 

 
categor

y 

main_catego

ry 
goal 

stat

e 

syllable_cou

nt 

launched_mon

th 

launched_we

ek 

launched_da

y 

is_weeken

d 

num_wor

ds 

0 93 6 
30000.

0 
0 11 9 35 5 1 8 

1 93 6 
45000.

0 
0 4 1 2 5 1 3 

2 93 6 8000.0 1 5 1 4 3 0 4 

3 93 6 
60000.

0 
1 14 1 2 5 1 10 



   
 

4 93 6 
50000.

0 
0 8 1 3 5 1 5 

4. Modelling the Project Success 

Now, with all those features prepared we are ready to train our model. We will train a single random forest 

regression model for this task. There are ofcourse many other model's available as well such as lightgbm or 

xgboost, but in this kernel I am not focussing on evaluation metric rather the inisights from predictive 

modelling. 

In [5]: 

## define predictors and label  

label = projects.state 

features = [c for c in projects.columns if c not in ["state", "name"]] 

 

## prepare training and testing dataset 

X_train, X_test, y_train, y_test = train_test_split(projects[features], label, test_size = 0.025, random_state 

= 2) 

X_train1, y_train1 = X_train, y_train 

X_test1, y_test1 = X_test, y_test 

 

## train a random forest classifier  

model1 = RandomForestClassifier(n_estimators=50, random_state=0).fit(X_train1, y_train1) 

y_pred = model1.predict(X_test1) 

 



   
 

Now, we have a model which predicts the probability of a given project to be successful or not. In the next 

section we will interpret the model and its predictions. In other words, we will try to prove or disprove our 

hypothesis. 

5. Insights from Predictive Modelling 

● 5.1 Which are the most important features (relatively) of a project? ( Relative Feature 

Importance ) 

● 5.2 Which features have the biggest impact on the project success? ( Permutation 

Importance ) 

● 5.3 How does changes in those features affact the project success? ( Partial 

Dependencies ) 

● 5.4 Digging deeper into the decisions made by the model ( SHAP values ) 

5.1 Which are the most important features (relatively) of a project? 

(Relative Feature Importance) 

In tree based models such as random forest, a number of decision tress are trained. During the tree building 

process, it can be computed how much each feature decreases the weighted impurity (or increases the 

information gain) in a tree. In random forest, the impurity decrease from each feature is averaged and the 

features are ranked according to this measure. This is called relative feature importance. The more an 

attribute is used to make key decisions with decision trees, the higher its relative importance. This indicates 

that the particular feature is one of the important features required to make accurate predictions. 

unfold_moreShow hidden code 

00.050.10.15Is_Weekend Main_Category Main_Category_Count Category_Count Category 

Mean_Category_Goal Launched_Day Num_Words Launched_Month Syllable_Count Duration 

Diff_Mean_Category_Goal Launched_Week Num_Chars Goal 

Relative Feature Importance (Which Features are important to make predictions ?) 

Most Important (Relative) : Goal  |  NumChars  |  LaunchedWeek  |  DiffMeanCategoryGoal  |  Duration  |  

SyllableCount  |  LaunchedMonth  |  NumWords  |  LaunchedDay  |  MeanCategoryGoal  |  



   
 

Least Important (Relative) : Music  |  Theater  |  Fashion  |  Comics  |  Games  |  Publishing  |  Technology  |  

Film & Video  |  Food  |  Crafts  |  Design  |  Dance  |  Art  |  Photography  |  Journalism  |  

Inferences 

● From the graph, it is clear that the features which are important to predict the project 

success are: project goal, length of the project name, launched week, duration, and 

number of syllables present in the name. While the least important features are are 

mostly related to the project categories 

● What does this mean for the project owner? For someone who is willing to raise 

funds, they should consider evaluating the ideal project goal and duration. A high or a 

medium-high project goal may almost lead to the case of failure. Additionally, number 

of characters used in the project title will also affact if the project will be succeeded or 

failed. 

● What does this mean for the company? The company can identify the projects with 

high importance based on their meta - features such as length of the project. 

By applying this approach, we primariy obtained the factors to look at a high level, But still we need to 

answer, what are the optimal values of these features. This will be answered when we apply other 

techniques in the next sections. Before moving on to those techniques, I wanted to explore a little more 

about relative feature importance using a graph theory perspective. 

A Graph Theory Perspective : Relative Feature Importances 

The idea of relative feature importance is very simple (more the times a feature appear in the decision tree 

splits, it is important) but many a times people forget an underlying important concept that these 

importances are "relative". This means that in comparison to other features what is the importance of a 

particular feature. 

But a question here is - Even if it is relative, what if some features from a set of features are removed, do 

we still obtain the same feature importances ? This problem can infact be formulated as graph problem. 

Consider a graph based structure, in which every feature (of the dataset) is a node, and the edges are 

defined between two features (nodes) if the two features appers in the top 10 important features of the 

individual decision tree. 

But, What is the benefit? Well, Some of the problems when viewed as network or graph problems can 

help to identify the solutions quickly and easily. For instance, using the graph properties one can identify 



   
 

which is the most important node of the network. A node having higher degree centrality (connections) 

indicates that the node is highly connected to the network. Which means that if a node is removed from the 

network, a large majority of the network will be disrupted. 

This idea can be applied to relative feature importances, a feature which is highly important, which appears 

in most of the decision tree's top 10 feature can be clearly identified from the feature importance network 

graph. If this feature is removed from the dataset then the predictions will be affacted. Let's plot this 

network. 

unfold_moreShow hidden code 

 

From the above plot, we can identify that the maximum degree centrality nodes are - duration, syllable 

count, goal etc. From the network perspective, it means that if we remove these nodes from the network 

(high degree centrality nodes), this will lead to network disruption. This is similar to what we obtained in 

the relative feature importance plot. The key takeaway from this graph is that one can not afford to ignore 

these features while optimizing any crowdfunding project. 



   
 

5.2 Which features have the biggest impact on the project success? 

(Permutation Importance) 

In the last section, we mainly identified which the features at a very high level which are relatively 

important to the model outcome. In this section, we will go a little deeper and understand which features 

has the biggest impact on the model predictions (in absolute sense). One of the ways to identify such 

behaviour is to use permutation importance. 

The idea of permutation importance is very straightforward. After training a model, the model outcomes 

are obtained. The most important features for the model are the ones if the values of those feature are 

randomly shuffled then they lead to biggest drops in the model outcome accuracies. Let's look at the 

permutation importance of features of our model. 

unfold_moreShow hidden code 

00.010.020.03launched_weekArtis_weekendFilm & 

VideoGamesDancelaunched_monthCraftsJournalismFoodTechnologyPhotographyFashionTheaterComics

PublishingDesignmean_main_category_goalnum_charslaunched_daysyllable_countMusicmain_categoryc

ategorymain_category_countcategory_countdiff_mean_category_goalmean_category_goalnum_wordsdura

tiongoal 

Permutation Importance 

Inferences 

● This is an interesting plot, We can observe that the features shown in top and in green 

are the most important as if their values are randomized then the outcome performance 

suffers. 

● We can observe that the top features are are the features which we mostly saw in the 

relative importance section, but using this graph we can quantify the amount of 

importance associated with them. And also obtain the ones which are least important, 

for example - launched week, if it was weekend or not etc. 

With this method, we obtained the importance of a feature in a more absolute sense rathar than a relative 

sense. Let's assume that our feature space forms a majority of the universe. Now, it will be interesting to 

plot both permutation and relative feature importances and make some key observations. 



   
 

unfold_moreShow hidden code 

GoalNum_CharsLaunched_WeekDiff_Mean_Category_GoalDurationSyllable_CountLaunched_MonthNu

m_WordsLaunched_DayMean_Category_GoalCategoryCategory_CountMain_Category_CountMain_Cate

goryIs_WeekendMean_Main_Category_Goal00.020.040.060.080.10.1200.0050.010.0150.020.0250.03 

Features : Relative Importance VS Permutation ImportanceFeature Importance (Relative)Permutation 

Importance (Feature Weight) 

Inferences 

● Very Interesting Insights can be obtained from the above plot, There are some features 

which showed up higher in the relative feature importance, but when we look at their 

permuatation importance we see that they are not important. (Though, permutation 

importance results cannot be reproduced exactly because of randomness, but when I 

first plotted this plot I observed that launched week and month had high feature 

importance but lower permutation importance.) 

● From this plot, we can again observe that our hypothesis is almost true, the project 

goal, duration, number of characters, number of words all are the most important 

features that one should look at while creating a new project page. 

Pressence of which keywords makes the biggest impact in the predictions? 

Using permutation importance, we can also evaluate which keywords makes the biggest impact in the 

model prediction. Let's train another model which also uses keywords used in the project name and 

observe the permutation importance. 

unfold_moreShow hidden code 

00.0010.0020.0030.004studioartistfreecommunityfilmnoveldesignshort 

filmalbumartprojectcardscd−0.00200.002daylaunchhomelivelifehelpstorymusicshortcustomtourcardnew 

albumnewplaying−0.003−0.002−0.0010music 

videorecordingfoodletmovieworldfeaturefamilywebcompanyfeature 

filmfestivalcomicseasondebutrecordepvideoseriesgamemagazineplaydocumentary 



   
 

Impact of Words Used in Project Name - Permutation ImportancePositive ImpactModerate + or - 

ImpactNegative Impact 

Inferences 

● From the first plot, we can observe that there are a certain keywords which when used 

in the project name are likely to increase the probability success of a project. Example - 

"project", "film", and "community". While on the other hand, keywords like "game", 

"love", "fashion" are likely to garner less attraction. This implies that crowdfunding 

projects related to games or entertainment such as love or fashion may not be very 

successful as compared to the ones related to art, design etc. 

Note - It is possible to get different results when run again, thus it is recommended to use this approach on 

a much bigger dataset. But ofcourse, its not a very big problem, atleast it gives an understanding about the 

words to focus on. 

5.3 How does changes in features lead to changes in model outcome? 

(**Partial Dependencies**) 

 

So far we have only talked about which features are most or least important from a pool of many features. 

For example, we observed that Project Goal, Project Duration, Number of Characters used etc are some of 

the important features related to project success. In this section, we will look at what are the specific values 

or ranges of features which leads to project success or failure. Specifically, we will observe that how 

making changes such as increasing or decreasing the values affect the model outcomes. These effects can 

be obtained by plotting the partial dependency plots of different features. 

Project Name - Features 

unfold_moreShow hidden code 



   
 

 

We observe that the projects having fewer number of words (<= 3) in the name does not show any 

improvement in model success. However, if one start increasing the number of words in the project name, 

the corresponding model improvement also increases linearly. For all the projects having more than 10 

words in the name, the model becomes saturate and shows similar predictions. Hence, the ideal word limit 

is somewhere around 7 - 10. 

unfold_moreShow hidden code 



   
 

 

From the 2nd plot, we observe that if the total number of characters are less than 20, then model 

performance decreases than a normal value. Increasing the characters in the name linearly also increases 

the model performances. 

unfold_moreShow hidden code 



   
 

 

Change in Syllables does not show significant differences in model improvements. 

Let's also plot the interaction between number of words and characters used. 

unfold_moreShow hidden code 



   
 

 

From the above plot, it can be observed that about 40 - 65 characters and 10 - 14 words are the good 

numbers for the project name. 

Project Launched Day and Duration 

unfold_moreShow hidden code 



   
 

 

For shorter project duration (less than 20 days), the chances that project will be successful are higher. 

However if the duration of a project is increased to say 60-90 days, it is less likely to acheive its goal. 

unfold_moreShow hidden code 



   
 

 

● We understood from the permutation importance that launched month has the less 

impact, which we can observe from partial dependency plots. But I just wanted to see 

are there any specific months in which the chances of project success are more. Looks 

like that towards the last quarter of the year (months 9 - 12), the success rate of projects 

is slightly higher while it is slightly lesser in quarter 3. 

unfold_moreShow hidden code 



   
 

 

For launch day, the model performance is lesser when launched day is friday - sunday as compared to 

monday - wednesdays. 

Project Main Category  

unfold_moreShow hidden code 



   
 

 

From the feature definition, category count is a feature which act as the proxy of popularity of a project 

category. For example, if in Travel category a large number of projects are posted then its category_count 

will be higher so it is a popular category on Kickstarter. On the other hand, if in the Entertainment 

category, very rarely someone adds a project, its category_count will be lesser and so is its popularity. 

From the plot, we can observe that chances that a project will be successful will be higher if it belongs to 

a popular category. Also holds true for main category. 

How about specific categories ? 

By ploting the pdp_isolate graph we can also identify the effect of specific project categories. 
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From the partial dependency plot for project category, we observe that the accuracy of model predicting 

the project success increases if it belongs to "Music", "Comics", "Theater", or "Dance" categories. It 

decreases if it belongs to "Crafts", "Fashion Film & Video". The same insights can be backed from the 

actual predictions plot. 

unfold_moreShow hidden code 



   
 

 

5.4 Understanding the decisions made by the Model (using SHAP)  

 

In this section, We make the final predictions from our model and interpret them. For this purpose we will 

use of SHAP values which are the average of marginal contributions of individual feature values across all 

possible coalitions. Let's try to understand this in laymen terms, Consider a random project from the 

dataset with following features: 

● Title contains 8 words 

● Title contains "machine learning" 

● Project goal is US 10000 dollars 



   
 

● Project is launched on a weekday 

The trained model predicts that this project is likely to be successful with a probability of 75%. But, 

someone asks the question: Why this project has the success probability of 75% not the 95% ? To 

answer this question, we obtain the shap values for the prediction made by the model for this project. Shap 

values indicate the amount of increase or decrease in model outcome value from the average value of the 

predictions in the entire dataset. For example: 

● The average prediction value for this project would have been 45% without any model. 

● Due to the presence of 8 keywords in the project title the success probability is increased 

to 60%. 

● Since, the title contains the bigram "machine learning", the success probability is further 

increased to 88%. 

● Since the project is launched on a weekday, the success probability is increased by 2% 

to 90% 

● However, since the project goal is too high (as compared to the average of the universe), 

the success probability is decreased from 90% to 75%. 

Let's see the model predictions on the entire dataset. 

unfold_moreShow hidden code 

Out[21]: 

{1: 2298, 0: 4236} 

In a sample of around 6500 crowdfunding projects, Model predicts that about 4200 will be failed and only 

about 2300 will be successful. Now, we are interested to understand what is driving the success and failure 

of these projects. Let's plot the individual feature effects on some of these predictions to make sense out of 

them. 

unfold_moreShow hidden code 

 

Out[22]: 



   
 

0.11780.16780.21780.26780.31780.36780.41780.46780.51780.56780.61780.66780.7178launched_month 

= 3num_words = 5main_category = 13Technology = 1launched_day = 2category_count = 

2.097e+4launched_week = 12duration = 44num_chars = 27diff_mean_category_goal = 4.882e+4goal = 

5e+4base value0.580.58higher→output value←lower 

For this particular project, the prediction value is increased to 0.58 from the base value of 0.4178. This 

implies that presense of certain featuers and their corresponding values in this project makes it more likely 

to be successful. For instance, duration is 44, number of characters in project name are 27, and the 

difference in goal amount from the mean goal amount of the category is about 50K. These features 

increases the probability. 

unfold_moreShow hidden code 

 

Out[23]: 

0.017830.11780.21780.31780.41780.51780.61780.71780.8178main_category = 12num_words = 

8syllable_count = 15num_chars = 42mean_category_goal = 8,156duration = 32goal = 2,000base 

value0.720.72higher→output value←lower 

For this particular project, apart from number of characters, duration, the goal amount = 2000 also 

increases the probability from the base value of 0.4178 to 0.72. Not many features decreases the 

proabbility significantly. 

unfold_moreShow hidden code 

 

Out[24]: 

0.11780.16780.21780.26780.31780.36780.41780.46780.51780.56780.61780.66780.7178launched_day = 

0num_words = 5category_count = 5.65e+4main_category_count = 3.316e+6Music = 



   
 

1mean_category_goal = 7,090num_chars = 17goal = 1.5e+4duration = 29diff_mean_category_goal = -

707.3base value0.500.50higher→output value←lower 

For this project, the probability is not increased much as compared to other projects. Infact the probability 

is decreased due to the number of characters equal to 17, a high value of goal, and the duration of 29 days. 

unfold_moreShow hidden code 

 

Out[25]: 

0.11780.16780.21780.26780.31780.36780.41780.46780.51780.56780.61780.66780.7178launched_week = 

15launched_month = 4mean_category_goal = 9,575goal = 1,500duration = 25num_words = 

4main_category_count = 7.062e+5mean_main_category_goal = 1.139e+4category_count = 

7,062Photography = 1main_category = 11base value0.480.48higher→output value←lower 

For this project, duration of 25, small goal of 1500 significantly increases the project chances. However, 

less number of words (only 4), and difference from mean category goal amounts decreases the probability 

almost equally. 

unfold_moreShow hidden code 

 

Out[26]: 

0.11780.21780.31780.41780.51780.61780.7178goal = 4,000Fashion = 1main_category_count = 

5.051e+5duration = 44mean_main_category_goal = 2.26e+4category_count = 3.076e+4Music = 0category 

= 52main_category = 5launched_day = 3num_words = 5base value0.220.22higher→output value←lower 

For this project, a large duration, presence of a particular category decreases the chances significantly. 

Not many features and the feature values are able to increase the project success chances. 



   
 

Now, we can aggreate the shap values for every feature for every prediction made by the model. This helps 

to understand an overall aggregated effect of the model features. Let's plt the summary plot. 

In [27]: 

X_test_s = X_test.head(1000) 

shap_values = explainer.shap_values(X_test_s) 

shap.summary_plot(shap_values[1], X_test_s) 

 

 



   
 

We can observe that shap values is higher for the same set of features which we saw in relative feature 

importance and permutation importance. This confirms that features which greatly influence the project 

success are related to project features such as duration or goal. 

6. Final Conclusions 

After applying these different techniques we understood that there are certain factors which increases or 

decreases the chances of a project successfully able to raise the funds. Both from project owner's and the 

company's perspective it is important to set the optimal values of project goal and the duration. A large 

duration or a very large amount may not be able completely successful. At the same time it is important to 

choose right number of words and characters in the name of the project. For example, a project having very 

few or very large number of words and characters may become less intutive and less self explanatory. 

Similarly, the project category also plays a crutial role, There will be some categories on the platform in 

which total number of projects are very large, these are so called popular categories. The chances may be 

higher if the project is posted in a popular category rather than a rare category. 

In this kernel, I shared a general framework which I follow while solving any data science or analytics 

problem. This framework can be applied to many other different use-cases as well. The main focus of this 

kernel was different techniques related to machine learning explanability. Mainly, I used relative feature 

importance, permutation importance, partial dependecies, and shap values. In my opinion, here are some 

pros and cons of these techniques. Apart from these techniques, there are other alternatives as well (such as 

skater, lime). 

Technique Pros Cons 

Feature 

Importance 

1. Available in almost all tree based 

models 

1. Does not gives the absolute ranking rather a relative ranking, hence it 

changes significantly with more number of features 

2. More accurate inferences requires more data, more iterations, more 

decision trees 



   
 

Permutation 

Importance 

1. Easier, Fast to implement 

2. Does not require to train the 

model again and again 

1. Randomization of results 

2. Results on training can differ from that on test 

3. It only gives a single feature importance, but it is possible that a 

feature is not independent rather is important due to the presence of 

some other features. 

4. Requires a good amount of data to obtain good final values 

Partial 

Dependencies 

1. Easier, faster to implement. 

2. Understanding of plots is simple 

yet powerful 

1. Very difficult to obtain the partial dependencies for more than 2 (or 3) 

features. 

SHAP Values 

1. Backed by an excellent theory 

which provides a reasonable 

foundation 

1. Very slow to compute the aggregated effects 

2. It does not provide an exact solution rathar an approximate solution 

3. Somewhat difficult to interpret 
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Thanks for reading this notebook, if you liked it please upvote it and share the feedback. 
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