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Abstract

The idea of gaining new insights about business processes from data is driving companies to invest in the area of data analytics.
In particular, the opportunities to improve typical business metrics such as revenue, profit, but also market share are pivotal for the
motivation. In most data analytics projects, it is a challenge to determine to what extent the existing company-wide or generally
accessible data pool is sufficient for such insights. Furthermore, the use of appropriate methods and algorithms for the analysis is
an ongoing issue from the perspective of the data scientist, even if the question of suitable data has been resolved. Accordingly,
this paper will outline how a benefit of data and algorithms on performance indicators through results of data analytics projects. A
suitable setup for determining this influence will then be defined and demonstrated.
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1. Introduction

Nowadays, for some companies, instead of physical goods or services, the business drivers are their own as well
as customer-related data and its corresponding analysis. Often the public product or service is not designed for cost
recovery (e.g. Facebook, Pinterest, WhatsApp) and the business profit is achieved from data-based recommender
systems of user behavior (e.g. customer targeting). Data-driven business operations seem to have a positive impact on
productivity and business performance [15, 28, 29, 13].

Value-adding results from business analytics projects are not guaranteed and can lead to an investment without
return. Data analytics as well as so-called data science is necessary, because there is not a general best model that
serves any use case [25]. Further, the identification of additional data sources is a challenge that requires economic
justification. It also allows the assessment of offers from data service providers.

In order to be able to make statements about the usefulness of data analytics, a basic understanding of the influence
of such project results on typical business indicators should be obtained. Another challenge in project planning is
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to assess the potential of a data analytics project in advance. Experiences from retrospective analyses of completed
projects can facilitate this process [1] However, especially in small and medium-sized enterprises, these empirical
values may not be available, so that a different approach is required for independent realization. As a result, it leads
to the question:

How to determine the benefit of data analytics on business performance? (RQ)

In the following section, fundamental topics will be highlighted first. In addition to general approaches of data
analysis, the cost-benefit analysis and statistical error analysis will be addressed. After a short description of the
general methodological approach, the propagated concept of analysis will be presented. A final demonstration will
show a first step of the evaluation. Further steps will be touched upon in the conclusion.

2. Foundations

2.1. Data Analytics

In consideration of the typical business term data analytics, a transition to data mining [6, 23] or so-called data
science [17] is suitable. The typical approaches describe the data processing and analysis in order to obtain insights
that are supposed to support the solution of a business problem. Predictive models are built and evaluated from the
processed datasets used.

Another approach is the NIST Big Data Interoperability Framework [17], which additionally considers the scala-
bility of data analytics in the case of extremely high data volumes (e.g., Big Data) and is referred to as data science.
The overall process is divided into the sub-processes data acquisition, data preparation, data analysis and action as
well as visualization, with the analysis of data playing the central role.

Data analytics can generally be divided into 3 categories [16, 11]. An overview of statistical properties and ex-
ploratory views are called descriptive analytics. The forecast of future values with the help of data mining methods
and statistical modeling is summarised as predictive analytics. The further processing of the results obtained with
optimization methods to address business problems is called prescriptive analytics.

The procedure models mentioned are mainly high level approaches or characterizations. A deeper consideration of
the analysis of data leads to the concept of machine learning or statistical learning. Thereby, the distinction between
supervised learning (e.g. classification, regression) and unsupervised learning (e.g. clustering, association rule min-
ing) is established [7, 27]. These differ in the requirement that observations of the target variable exist (supervised) or
that the target variable must be constructed or inferred (unsupervised). Further, mixed forms and variants can be se-
lected project-specifically with taxonomies or ontologies that provide overviews of analytical models [9, 18]. With the
reference to optimization problems, one can distinguish between minimization problems or maximization problems
[12].

2.2. Cost-Benefit Analysis

A cost-benefit analysis is a systematic analysis of the benefits and costs of an issue or project [1, 14, 19]. The actual
value is the difference between the costs and the benefits. In the paper at hand, the focus is on the consideration of
the benefits of data analytics project by maximizing or minimizing business performance indicators. However, these
benefits are associated with a risk, since their achievement is always uncertain. A risk analysis is also performed in
the context of a cost-benefit analysis and is equated with an uncertainty analysis [14]. Another area to study effects on
value are assigned to sensitivity analysis in business literature [2, 21, 3]. The objective aim is to investigate the effects
of perturbations and fixations of input parameters and model structures on the output.

2.3. Statistical Error Analysis

The exploitation of the results of data analytics requires an evaluation of the obtained prediction models [23].
Typical metrics for the evaluation of categorical relations are Accuracy, Precision and Recall [26] or mixed measures,
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e.g. F1-Score [4]. All in all, these measures refer to the estimation error of prediction problems [5]. In metric number
scales, deviation measures such as root mean squared error [5, 7] or mean absolute percentage error [10]. In scenarios
of unsupervised learning [7], manual evaluation or the help of similarity measures is necessary.

3. Approach of an Analysis Concept

For construction of the analysis concept the methodological approach of Design Science is followed [8, 20]. In
this approach, technological and organizational requirements are reflected by the fundamentals from the scientific
knowledge base to justify a new theory or artifact for solving an identified problem.

The aim of the analysis framework is to measure and evaluate the benefit of different key elements of a data
analytics project on the analysis target. The proposed approach should take the basic concepts into account (see
section 2). In the following, the structure of the analytical framework is first described, followed by an explanation of
the procedure.

Fig. 1. Overview of the analysis concept.

3.1. Structure

Based on the phases of data analysis from the NIST framework, data collection, data preparation, data analysis and
visualisation/action form the fundamental basis in the analysis framework. The analysis goal represents a Performance
Indicator from the business context. Performance indicators can be interdependent so that conclusions can be drawn
about other indicators. Features are generated from data that are used as input for data analysis. Data are provided
by all data sources that can be made available in the data collection. Furthermore, new features can also be generated
from meta-descriptions of data (e.g. simulated data).

Another influencing factor is the data analysis model (Analytical Models). A distinction can be made between
descriptive, predictive and prescriptive models [16]. The influence of a model is represented by its output, which in
turn can directly be a performance indicator. For example, the calculation of the moving average of a time series of
sales data is a descriptive model as well as a performance indicator for the average sales revenue. The final business
performance indicator represents a business-typical performance measurement.

3.2. Procedure

First, the framework parameters must be determined. In accordance with the procedure model from data analytics
projects, suitable data must first be identified. In addition to the data, additional methods for data preparation must be
selected in order to be able to generate data features. A pre-selection of analytical models must be made in the next
step. It must be taken into account that data and models fit together.

The inputs are given by features and analytical models. During the analysis, in the first step, the different feature
sets will be fixed and the results of several analytical models are calculated. Based on the compared results, the model
with the best fit can be selected. The results of the model analyses can show which model has the greatest influence
on the performance indicator. It should be noted that the model-specific evaluation metric (see section 2.3) may not
be indicative of the impact on business performance.
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In the second step, the feature set will be enhanced with simulated data features while the best analytical model
is used for analysis. It is thus essential to identify the extent to which additional data have a further influence on the
target variable. Minor differences could already be identified in the use of the different feature sets. The extent to
which the values of the target variable can be improved can initially only be simulated. Thus, it can be discovered
which datasets can be useful for the prediction problem.

4. Demonstration

In the following demonstrative example, a scenario of predictive maintenance from vehicle management is used.
A logistics company has a fleet of trucks whose Air Pressure Systems (APS) provide sensor data for analysis. The
APS supports the braking system and gear shifting system while the truck is in operation. The dataset[22] contains
171 dependent variables. Furthermore, information on the breakdown of the trucks is available so that a classification
problem can be defined. The use case involves determining the failures of the trucks as accurately as possible. The
quality of the prediction has an influence on the costs of maintenance.

The quality of the model is measured with a confusion matrix that leads to further evaluation metrics (see section
2.3). Correct predictions (true positives and true negatives) have no impact on the additional costs (KPI). However,
false negatives lead to unnecessary maintenance, while false positives result in unexpected breakdowns. Unnecessary
maintenance are valued at 10 cost entities, breakdown at 500 cost entities. The general objective is to minimise the
cost. The benefit of the analysis can be seen directly in the performance metric Cost.

In the first step, three basic models are used for comparison. The models Logistic Regression and Random Forest
are of simple form, while Support Vector Machines are decidedly more complex. The original dataset, a normalised
or scaled set and a reduced dataset with the most informative data are used for the analysis. The results are shown
in Table 1. The selection of the models used in the example leads to the result that Random Forest gives the best
prediction in terms of Cost.

Table 1. Results of the first analysis step.

Features Analytical Model Accuracy Precision Recall F1-Score Cost

I-A original Logistic Regression 0.97508 0.24855 0.20283 0.22338 85800
II-A scaled Logistic Regression 0.98808 0.75556 0.48113 0.58790 55330
III-A scaled & sorted Logistic Regression 0.98500 0.66000 0.31132 0.42307 73340
I-B original Random Forest 0.99150 0.89286 0.58962 0.71022 43650
II-B scaled Random Forest 0.99133 0.90299 0.57075 0.69942 45630
III-B scaled & sorted Random Forest 0.99000 0.81507 0.56132 0.66480 46770
I-C original Support Vector Machine 0.98233 1.00000 0.02147 0.04204 106000
II-C scaled Support Vector Machine 0.98275 1.00000 0.02358 0.04608 103500
III-C scaled & sorted Support Vector Machine 0.98333 0.87500 0.06604 0.12281 99020

5. Conclusion

The paper at hand presents a first approach to analyse the benefit of data analytics on business performance indi-
cators. Taking into account the concepts of sensitivity analysis, it is shown that the choice of analytical models has a
profound impact on the performance indicators. Although, the models lead to similarly good values of the evaluation
metrics, the impact on the indicators (e.g. costs) is tremendous. In addition, it could be shown that there is potential
for further improvement (e.g. reduction of costs).

The approach presented is designed broadly, thus, it needs to be further detailed in order to represent more specific
model analyses. The demonstrating example presents rudimentary analysis problems. Other application scenarios
from the logistics or production industry pursue far more complex issues (e.g. optimisation problems), which require
detailed impact analyses. This will be taken into account in further development, as will the integration of other
theoretical concepts, such as utility theory. Furthermore, value ranges for non-existent or latent variables are generated
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and integrated into the analysis. The aim is to determine to what extent the performance indicator can be improved.
For this purpose, a probability distribution was derived according to the existing variables and new numerical series
were created. The results of a new analysis with Random Forest and the extended data set range from 42630 to 48140
cost units. It shows potential for further systematic integration of this approach.

In the future, the Design Science approach should be pursued further and additional concepts should be integrated.
Thereupon, a complete evaluation is also feasible [24].
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