X and SCharts

The development and use of statistical tools knasrcontrol charts for monitoring
and managing a wide variety of processes has luatlyr been credited to Dr. Walter
Shewart. During the 1920s, Dr. Shewart identifia ttypes of variation that prevailed
among all processes: chance cause variation aighabte cause variation (Swift, pp 135).
Any process will inherently contain chance causeatian, as this is normal, random
variation present in all systems. However, a pred¢kat contains anything other than chance
cause or random variation is exhibiting assignablese variation and is referred to as “out of
statistical control.” Control charts may be usednonitor a process to determindether or
not it is in statistical control, to evaluate a processl determine normal statistical control
parameters, and to identify areas of improvemempiracesses (Swift, pp 135 - 136). Control
charts may be used to monitor variables that argiragous in nature, or non-continuous
attributes. Continuous variables include quantiabr measurable values that can be
calculated across a continuous range, such asgagrdimensions (length, height, width),
weight, and temperature. Attributes are not inhigyequantifiable, but can be counted, such

as number of parts defected, or number of defemtsupit inspected (Smith, pp 158 -159).
The control chart discussed in this paper is therunf both thex (or x-bar) ands charts,

and is used to monitor processes with continuotiabias.
Rationale for Statistical Process Control Charts
The statistical argument for control charts relipen theCentral Limit Theorem. The
central limit theorem suggests that even if theeulyihg population from which a series of
observations are gatherednst normally distributed, the resulting distributioh averages
from the sample observatiomsl| be normally distributed around an average valud, that
99.73 percent of the values will be contained witthiree standard deviations of that average

value. Using this theorem, a control chart candiestructed that utilizes the statistical mean
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as the reference value or centerline on the cleeud, an upper and lower control limit
equivalent to £3 (three standard deviations) from the statisticabm If an observed value
falls beyond an upper or lower control limit, itnrcéde concluded that this value is in an
extreme tail of the distribution (only 0.27 perceitvalues should fall in this region), and is
therefore out of control. Additionally, a seriesvalues above or below the reference line can
be evaluated to determine process stability. Thisbhe discussed in more detail at a later
point.
Uses of thex andS Charts

The X and S charts are typically implemented together, as the tharts offer
different, but closely related forms of informati@bout a process. Th& chart relays
information about theentral tendency of the data, or the tendency of the measurements to
accumulate in a normal distribution around an ayenaalue, orx (x-bar). While this is an
important statistic to know and understand, it I ecritical that the amount ofariation
around a particular average is also known. $hhbart, recording the standard deviation from
the average value in a given sample, is used fasoreng and monitoring variation, and
togetherx andsS charts can provide insight into the stability opecess or system. For
example, a sample of five measurements might havavarage valueX) of 100 with a
standard deviations( of 10; while another sample of five measuremenight have an
average valueX) of 100 with a standard deviatiog) of 30. Although the average values are
the same in both samples, the sample widgual to 30 exhibits much more variation. In
some processes, variation within broad controltBrmight be acceptable, but in others, this
kind of variation might be undesirable. In some lapapions, such is in high-tech
manufacturing or machine part manufacturing, tolees for variation are often very limited.

The use of thex andsS charts can be valuable in monitoring these typgeadesses.
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Frequently, due to the expensive nature of prese@sapital or labor) in which the
and S charts are utilized, only small sample sizes arailable. As with most statistical

analysis, larger sample sizes geferred, but in this case, not absolutely required. For
purposes of simplification and demonstration, aarsize,n, equal to five and the number
of samples takerk, equal to ten, will be used. In other words, icheaf ten samplek(=

10), there will be five observations € 5). The observations are recorded, and average
values (x-bar) and standard deviations are cakedilfiireach sample. Additionally, averages

and x-bar values are calculated for the all of shmple averages and standard deviations.

The resulting measurements and calculations caredmded in a grid, such as Tiable 1

(Page 3).

Gathering a Sample and Preparing the Data

Samplex

1

2

10

0.015

0.018

0.017

0.018

0.014

0.017

0.012

0.014

0.015

0.015

0.019

0.017

0.018

0.016

0.013

0.015

0.013

0.015

0.018

0.015

0.022

0.013

0.019

0.012

0.014

0.018

0.015

0.014

0.016

0.018
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Observation,

0.016

0.014

0.014

0.020

0.015

0.019

0.015

0.013

0.014

0.016

0.013

0.015

0.015

0.019

0.017

0.014

0.016

0.012

0.013

0.017

x-bar

0.017

0.015

0.017

0.017

0.015

0.017

0.014

0.014

0.015

0.016

0.004

0.002

0.002

0.003

0.002

0.002

0.002

0.001

0.002

0.001

Average x-bar

Average s
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0.016
0.002

Table 1: Completed grid with measurements and calculations




The calculation ofX andS in each sample can be accomplished by using fosnimaa

spreadsheet package, such as Microsoft EXdel: =AVERAGE(cell range:cell range), and
s. =SDEVA(cell range:cell range)] or by utilizingpmmon statistical equations for these

values (not discussed here).
Calculating Upper and Lower Control Limits

The calculatedaverage x-bar and average s values are used as the centerlines, or
reference values on each chart, against which teeage values from each sample are

plotted. The last step in preparation for configgrthe control charts is the calculation of the
upper and lower control limits for both the and S charts. The first set of control limits

calculated is the set for thechart. The reason these are calculated in advahteeox
control limits is twofold: first, to determine ihé process is in statistical control with regard
to variance; and second, to provide insight ashy the process is out of control. Once the
process has been brought under control with regavdriance, th& chart can be constructed
(Smith, pp 237). The formulas for calculating thentol limits for each chart are derived
through a lengthy statistical proof that is baseipreviously referenced, on the application
of the Central Limit Theorem. The end result of the proof demonstrates that Gtled
statistical constants, based on the number of watens in each sample, may be substituted
for more complicated formulas when determining Wpper Control Limit UCL) and Lower

Control Limit (LCL). The statistical proof and equations are notulised here, as this

documentation emphasizes the applied techniq

n Bs B. C, As
rather than the details of the theory. The constant? 0.000 8.267 | 0.7979 | 2659
3 0.000 2.568 0.8862 1.954

are reproduced in Table 2 (Foster, pp .365)4 0.000 2 666 0.9213 1628

5 0.030 2.089 0.9400 1.427

through n values of six Using the constants ir
6 0.118 1.970 0.9515 1.287
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Table 2, the formulas for calculating the UCL ardLLfor thes chart are described below:

Table 2: x-bar and schart values
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UCL = B,(S) Calculate the Upper Control Limit for tisehart (1)

LCL = B,(S) Calculate the Lower Control Limit for tlechart (2)

Using the values calculated in Table 1, and thestzorts from Table 2, the followirgichart
control limits can be calculated:

UCL = (2.089(0.002) = 0.00418 (1a)

LCL = (0.030)(0.002) = 0.00006 (2a)

As previously stated, after the control valuestfars chart are calculated, the control values

for the X chart are determined, using the following equation

UCL, =X+ A,(5) 3)

UCL, =X-A(5) 4)

Again, using the values calculated in Table 1, gn@dconstants from Table 2, the following

X chart control limits can be calculated:

UCL = 0.016+[(1.427)(0.002)] = 0.0189 (3a)

LCL = 0.016-[(1.427)(0.002] = 0.0131 (4a)

With the centerline values, upper control limitsddower control limits all calculated, the

andScharts can be constructed, and sample values ghlotte
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Constructing thex ands charts

Typically, the construction of th& andsS charts is done together, so that the plotted values

can be compared at even intervals. Below, the twarts are illustrated in Figures 1 and 2:

x-bar Chart
0.020 -
0.019
0.018 -
0.017 /0/\
Z 0015 \/
=< 0.014 -
0.013
0.012 |
0.011 -
0.010
1 2 3 4 5 6 7 8 9 10
_e—average x-bar | 0.017 | 0.015 | 0.017 | 0.017 | 0.015 | 0.017 | 0.014 | 0.014 | 0.015 | 0.016
——ucL 0.0189 | 0.0189 | 0.0189 | 0.0189 | 0.0189 | 0.0189 | 0.0189 | 0.0189 | 0.0189 | 0.0189
x-bar 0.016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016 | 0.016
——LCL 0.0131|0.0131 [ 0.0131 | 0.0131 | 0.0131 | 0.0131 | 0.0131| 0.0131| 0.0131 | 0.0131
Sample
Figure 1. x-bar Chart
s-bar Chart
0.00450 -
0.00400 -
0.00350 -
0.00300 -
5 0.00250 -
o
5 0.00200 -
0.00150 -
0.00100 -
0.00050 -
0.00000
1 2 3 4 5 6 7 8 9 10
—e— average s-bar |0.0035|0.0020|0.0020|0.0031|0.0015|0.0020|0.0016|0.0011{0.0019|0.0013
——UucCL 0.0041|0.0041{0.0041|0.0041|0.0041|0.0041|0.0041|0.0041|0.0041(0.0041
x-bar 0.0020|0.0020{0.0020{0.0020{0.0020|0.0020{0.0020|0.0020|0.0020 |0.0020
——ILCL 0.0000|0.0000 |{0.00000.0000{0.0000|0.0000{0.0000|0.0000|0.0000 |0.0000
Samples

Figure 2: s-bar Chart
Assessing the Results
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With respect to control charts, recording the obmstons, calculating the control

values, and plotting the observed values onxhands charts is only the beginning of the

process. Once the chart is constructed, and datdspare plotted, the chart needs to be

evaluated to determine whether or not the procesperating in statistical control. There are

several guidelines for evaluating control chartiswéh a prevailing philosophy: the plotted

points should only exhibit random variation thanmat be fitted with an identifiable or

guantifiable pattern. Additionally, the followingdtures, in accordance with the parameters

of a normal distribution and th@entral Limit Theorem, should also apply (Swift, pp 160):

1. 68 percent of the points should be withirsidf the reference line.
2. 4.27 percent of the points should be betweenat®d +3 of the reference line.
3. No more than 0.27 percent of the points should exas of the reference line.

Upper Control Limit

Zone A
Zone B
Zone C

Center Line

Zone C
Zone B
Zone A

Lower Control Limit

Figure3: AT& T Zone Chart
Control Handbook. The AT&T Rules divide the control chart into threenes, mirrored

In addition to the above general philosophy of
evaluating the control chart, an additional set
of guidelines, described in Swift (pp 161-163)
are adapted from theAT&T Rules, as

described in theAT&T Satistical Quality

across the center line. This is illustrated in F&g8.According to these guidelines, a process

can be ruled “out of statistical control” if any thie following apply:

PR

(list continues on page 8)
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Any point falls outside of the upper or lower cahiimit ( beyond +3).

Two of three successive points in zone A or beyond.

Four out of five successive points on zone B oobely

Eight successive points fall in zone C or beyomdpnoe side of the center line.



5. Trends: a series of points without any appreciable odaan change in direction, or

values moving continuously up and down, or acrbescenterline in pattern.

Cycles: short trends in which the data may repeat iatsep.

Shifts: a sudden change in level in one direction otlzero

Stratification: a pattern of “unnatural consistency” within agle zone, or near the

centerline.

9. Systematic Variables. a predictable pattern, where a high point isagisvfollowed by
a low point, or a low point by a high point.

©~No

Evaluating the Example Case

As the rules and guidelines are applied to the @amrovided in this document, it is
apparent that thechart is exhibiting signs of instability, or thaetunderlying process is out
of statistical control. No values ever exceed adnimits, however, there appears to be a
sustained trend in variation from the positive sidehe centerline to the negative or lower
side of the control line. When checked againstXlohart, it is less apparent that the system
is out of control. Thexand s chart together suggest that while the process outpu
consistently clustered around the mean value, &én@ation is out of control and needs to be
addressed.

Finding More Information Aboutands Charts
Most basic statistics or statistical process admaference books or textbooks contain

a section relating to control charts and how tolement them. The internet can also provide
an excellent resource for obtaining informationtisiatistical process control charts. Due to
the rapidly changing nature of the internet, a Webs not listed here, however, a search on a
popular search site for “x-bar and s charts” yidldeveral thousand possible references.
Additionally, in the attached reference section segeral textbooks that were valuable in

compiling this document.
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